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Transferable Lessons from Serious 
Operational Incidents / Investigations

	Issue No:
	NR/OPS/025
	Date Issued:
	22/06/2018

	Failure of Hot Axle Box Detector (HABD) at Cropredy, Banbury
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Cherwell Valley Workstation Remote Announcement Display (RAD)

	Summary of incident:

On the 22 July 2017 at 04.44 a Hot Axle Box Detector (HABD) situated on the Down Cherwell Valley line at Cropredy, Banbury lost communication with the Remote Announcement Display (RAD) located at the Cherwell Valley Workstation in the West Midlands Signalling Centre (WMSC). The communication failure was indicated by an integrity fault code on the signaller’s RAD (see above image); however the signaller did not report the failure mode to Route Control and the fault remained unreported until the 31 July 2017; and in a failed status until the 4 August 2017. Although the HABD continued to record axle temperatures correctly, due to the communications fault, HABD alarms were not received on the signaller’s RAD for the duration of the failure. 

During the failure timeframe, on the 1 August 2017 a Chiltern Railways service was stopped at Warwick Parkway train station due to a report of a fire from the wheel on one of the units. It was identified that this train had previously passed over the HABD equipment twice on the 31 July 2017, and on one occasion the HABD generated an alarm for a hot axle with an elevated temperature of 132 ºC.

	Learning points:
1) The integrity fault was not reported for 9 days. Within that timeframe 11 other signallers had signed on and off duty without further investigation into the integrity status; or escalation to Route Control. 
2) The escalation procedure for Control was not followed correctly resulting in the National Operations Control (NOC) not being informed of the failure resulting in Train and Freight Operating Companies not being notified of the HABD defect. A further 4 days of failure (13 in total) were inherited during this period where HABD alarms would not have been received. 

	Points to consider and further actions and precautions:
1) The Cherwell Valley Workstation signallers are to be re-briefed on the FUES HABD system and the importance of reporting integrity faults at the earliest opportunity. Additional to this, there is no Rule Book (GE/RT8000) guidance for signallers regarding the specific testing and reporting of integrity alarms. Evidence from the archived site error log suggested that some signallers were acknowledging HABD alarms but not reporting the fault to Route Control as detailed in procedure NR/L3/OPS/045/3.21 - Asset Monitoring Systems Wheel Impact Load Detector (WILD) and Hot Axle Box Detector (HABD).
As an accompanying instruction to Rule Book Module TS1 Section 3.1 - Checking and Testing Equipment; a Signal Box Special Instruction (SBSI) will be implemented at London North Western (LNW) locations where HABD equipment is present instructing the signaller to check the alarm and health status of the equipment between 10:00 and 11:00 hours daily. Any deficiencies must be cross referenced with the Occurrence Book / Train Register Book (TRB) and escalated where required.

2) During such incidents, the investigation team identified that it has become common practice, rather than an individual failing, that the Route Control process for reporting defective HABD equipment was inconsistent. As a result, the following procedure and supplementary forms will be re-briefed across the LNW route:

- NR/L3/OPS/045/3.21 - Asset Monitoring Systems Wheel Impact Load Detector (WILD) and Hot Axle Box   

  Detector (HABD);
- NR/L3/OPS/045/F3.21A - Advice of System Outage (Failure or Disconnection);

- NR/L3/OPS/045/F3.21B - Advice of System Reinstatement;

- NR/L3/OPS/045/F3.21C - HABD and WILD Systems Status Report.


	Briefed out to:
	Frontline Operations and Control Staff
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